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This paper compares several approximate methods for calculating rate coefficients foiPthe BCI reaction

to presumably more accurate quantum mechanical calculations that are based on applyhsyifiireg
approximation (QM/JS) to an accurate cumulative reaction probabilityl forQ. All calculations for this

work employ the recent S4 potential energy surface, which presents a number of challenges for the approximate
methods. The G- HCl reaction also poses a significant challenge to computational dynamics because of the
heavy-light—heavy mass combination and the broad noncollinear reaction path. The approximate methods
for calculating the thermal rate coefficient that are examined in this article are quasiclassical trajectories
(QCT), conventional transition state theory (TST), variational transition state theory employing the improved
canonical variational theory (ICVT), ICVT with the microcanonical optimized multidimensional tunneling
correction (ICVT/OMT), and reduced dimensionality quantum mechanical calculations based on adiabatic
bend andl-shifting (QM/AB-JS) approximations. It is seen that QCT, TST, and ICVT rate coefficients agree
with each other within a factor of 2.7 at 250 K and 1.6 at 1000 K, whereas inclusion of tunneling by the
ICVT/uOMT, QM/AB-JS, or QM/JS methods increases the rate coefficients considerably. However, the ICVT/
#“OMT and QM/AB-JS methods yield significantly lower rate coefficients than the QM/JS calculations,
especially at lower temperatures. We also report and discuss calculations for the state-selected reaction of
O(P) with HCI in the first excited vibrational state. In addition to the dynamics calculations, we report new
electronic structure calculations by the Multi-Coefficient Gaussian-3 (MCG3) method that indicate that one
possible source of disagreement between the QM/JS rate coefficients and experiment is that the barrier on
the S4 surface may be too narrow.

I. Introduction set of results based on accurate three-dimensional quantum
mechanical calculations for total angular momentdre O

The development of approximate methods for reaction combined with thel-shifting approximation (QM/JS). All these

dynamics s vital for the study of polyatomic systems because dynamical calculations are based on the same potential ener
practical converged quantal calculations are restricted to few- y P 9y

body systems. However approximate methods should be Vali_surface (PES). This three-atom system poses many challenges

dated against accurate quantum mechanical calculations ador the_ dynamical methods employed due to the nature O.f the
widely as possible in order to establish their reliability and range POte€ntial energy surface and the presence of two relatively
of applicability. The subject of this paper is the calculation of Massive atoms and one hydrogen.

thermal and vibrational-state-selected rate coefficients for the ~The reaction is assumed to occur only on $A¢ electronic
OEGP) + HCI — OH + ClI reaction using a variety of state of the three-atom system. The representation of this state
approximate dynamical methods. The rate coefficients obtainedused in the present study is the S4 PES of Ramachandran et
from these calculations are compared in the present paper to al? This surface is based on scaledb initio electronic structure
calculations at the MR-CISBQ/cc-pVTZ level? Quasiclassical

T Part of the special issue “Aron Kuppermann Festschrift”. trajectory (QCT) calculations on the S4 surface have produced

:Eﬁq’éﬁysﬁor:‘igg‘rgié‘/“thors- product rotational distributions, vibrational branching rafios,

s Current address: Intel Corp., 2200 Mission College Blvd., Mailstop and energy disposal pattefria _exce”ent agreement with the
SC12-205, Santa Clara, CA 95052. experiments of Zhang et &ln this regard, the S4 PES appears

"D’I‘J"’r‘]ti'\f/’gf‘s'it'”ztljtk/ltﬁ‘ r?; ssotg”dards and Technology. to be more accurate than earlier potential surfaces based on

# Louisiang Tech University. scaled ab initio calculatiorfs8 However, more recent investiga-
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the reaction rate coefficients for the S4 surface are larger thanthe context of elementary gas-phase reactions have been
experiment, indicating that the barrier may be too low or too conducted’32The QCT calculations of the present work were
thin or both. used to obtain initial-rovibrational-state-selected reaction cross
The approximate methods reported in this paper can be sections,j(Erl) as a function of the relative translational energy
classified into three broad categories: (1) those that do not Er, Wherev is initial vibrational quantum number afds initial
account for tunneling; (ll) those that include tunneling using rotational quantum number, from which the vibrational-state-
semiclassical methods; (l11) those that use quantum mechanicsselecteded rate coefficienks(T) and thermal rate coefficients
on an effective potential of reduced dimensionality. Included k(T) were obtained by standard procedutes.
in the first category are QCT calculatioHs conventional I1.B. Transition State Theory and Variational Transition
transition state theory (TST},and variational transition state  State Theory. Conventionai®141533 and variationdp 1533
theory (VTST)*2"15 From among the range of algorithms that transition state theory (denoted TST and VTST, respectively)
may be employed for the latter, we choose the improved will both be used in this paper. In particular, we will use VTST
canonical variational theory (ICV¥}!4as implemented in the  in the form of the improved canonical variational theory (ICVT),
program polyraté® In category Il, we consider ICVT calcula-  which is described elsewhetg!4 Therefore, we focus here on
tions that incorporate semiclassically calculated tunneling the special challenges posed by the S4 PES for TST and VTST
contributions, obtained using the microcanonical optimized methods. The two main issues here are (a) the accurate treatment
multidimensional tunneling4OMT)*" approximation for trans-  of the bending energy levels and (b) the evaluation of the
mission coefficients. This method has been widely valid&é#l.  partition functions. The first issue concerns how well the
Finally, in category Il is an approximate quantum mechanical analytical fit we use in the partition function calculation
method in which the adiabatic bend (QM/AB) approximatfor? approximates the bending potential on the S4 surface; the second

is used to reduce the dimensionality and thehifting” concerns how the bending energy levels are computed for that
approximation is used to obtain approximate results (QM/AB- approximate potential.
JS) for higherd in terms of those fod = 0.

The presumably more accurate quantum mechanical method
used to obtain rate coefficients, to which the results of these

approximate methods are compared in the present article, is

accurate quantum mechanics (QM) tbr= 0 combined with g4 and reoptimize bond lengths. (Note that 1 kcal/mal.184
J-shifting (QM/JS) to obtain highed dynamics. In @ more | 3/mq| ) There are two options for treating a nearly linear
general context, a more accurate way to extend calculatl_ons atsystem: One can use a collinear reference path with a double-
one or a fewJ valuezg to allJ is the separable rotation \ye|| hend potential, as has been implemetéuthe AscrATE
approximation (SRAY-**based on results far> 0, butinthis ¢ ter cod@ with a quadratic-quartic bend potential, or one
paper,J-shifting is applied only td = 0 results. Botl-shifting can use a nonlinear reference path. Although the former
and the SRA (or, in the terminology of Nobusada and Nakamura, e aiment is preferred for low barriers to collineaftyin the

the “extendedl-shift approximation”) were tested recerffly o osent case, it is difficult to fit the entire bend potential (over
against accurate quantum calculations for théPOE HCI the whole range from minimum to minimum) to a single
reaction using the potential energy surface obtained by Koizumi, quadratic-quartic potential (but the important region near the
Schatz, and Gordén(KSG), and both approximations were minima can be treated accurately by the WKB method).

found to be accurate to within 20% or better over a temperature Furthermore, a very critical issue is that the harmonic frequenc
range of 209890 K. On the ba_s|s of these tests and the fact for the bound stretc);\ing frequency changes significantly ir(1q going
that the results in ref 1 agree W'thOQM/‘]S results of Nobusada ¢y the collinear higher-order saddle point to the bent first-
et al. on the same PESV't.h'n 20% over the 3061000 K order saddle point (490 crh versus 1523 c¢cm'). In light of
temperature range, one might assume that the results of re_f lthe dominance of the bent region in the thermal average, it is
are accurate to better than a factor of 1.5 for the S4 potential better to do the harmonic analysis near the bottom of the bending

and, in tha'.[ sense, they serve as the benchmark against Whlcr\1Nell so that the stretch mode is better represented by harmonic
the approximate methods mentioned above are tested.

. . . - frequencies along the bent MEP. The relatively large difference
. l'll'he_ remainder of th'; p?lpe:jls or_gbanlzedhasffoklllows. 'R th in stretch harmonic frequencies at the collinear and bent
ollowing section, we briefly describe each of the methods ,q,metries is an indication of coupling between these modes
mentioned above. We also include in section Il a discussion of

R ® g which is neglected in the current VTST approaches. This is one
the special dlfflcultl_e-s po_sed by the_ ) + HCI reaction for . aspect of the S4 PES that makes it difficult to treat. Nevertheless,
the VTST and semiclassical tunneling methods, which require

L . . " it seems clear that the treatment using a noncollinear reference
estimating accurate generah.zed transition state partition COH’path is more reasonable for this case, and this is the approach
ficients and effective tunnelmg_potentlals._ In sectlo_n I, we .we used. In particular the thermal rate coefficient calculations
_pres_ent_the results_of the dynamics calculations anql discuss theufOr the present paper were carried out with theLYRATE
implications. Section IV presents new electronic structure

lculati f the saddl it fies. Finall ud prograni®36:37 using a nonlinear reference path, curvilinear
caiculations ot the saddie point propertes. Finaily, We CONCIUte ;404 coordinate38 and the harmonic approximation for
in section V with a summary of the present article and a

. . Lo T the stretch and a nondegenerate bend. A possibly significant
discussion of its implications. qualitative result that emerges from the collinear-reference-path
calculations is that the collinear-reference treatment leads to a
greatly increased contribution from large-curvature tunneling

I.A. Quasiclassical Trajectory Method. The quasiclassical ~ Paths.
trajectory (QCT) method has been a workhorse of gas-phase We found that the Euler integration methaithoutstabiliza-
reaction dynamics for a long time. A complete description of tion3® was the best method for calculating the MEP on the S4
the QCT method has been given elsewhHérand detailed surface, and our final results are calculated by this method with
studies of the reliability or unreliability of QCT methods in  a reduced mass (scaling mass) of 1 amu and a fixed step size

The saddle point and minimum-energy path (MEP) are bent
on the S4 surface (bond angle 23i.e., about 50 from
collinear), but the double-well bend potential is relatively
shallow—only 3.18 kcal/mol if we straighten the saddle geom-

Il. Methods
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TABLE 1: Harmonic Vibrational Frequencies (cm~1) on the approximation for the bend by using the WKB approximation
S4 Surface in rectilinear coordinates for the ground bend level and the
stretch other curvilinea®® Morse | approximatioff with a De(min)!4 value
reactant 2991 of 10_6.48 kcal/mol for excited bend levels. _
reactant-valley well 2035 186148 It is well-known that the stretch cannot necessarily be
saddle 1523 290, 1619 assumed to be adiabatic over the full reaction pathowever,
product-valley well 3518 978, 287 there is no good theory for precisely where to relax the adiabatic
product 3738 constraint. Thus the calculations presented here use the recom-
2Doubly degenerate. mendation of ref 41, i.e., the location of the first local maximum

in the curvature. These calculations have interest primarily as
of 2 x 10%ap. (Note that By = 1 bohr= 0.5292x 1071%m.) a model treatment and serve as a diagnostic of the extent of
The MEP has an entrance-valley well of depth 1.64 kcal/mol, adiabaticity. It is not clear if the WKB approximation in
a barrier of height 9.78 kcal/mol, and a product-valley well of rectilinear coordinates is adequate; studies with a collinear
depth 5.18 kcal/mol relative to reactants. The reactant valley reference path showed a much greater increase in the rate
well has a collinear configuration of the three-atom system while coefficient on switching from a curvilinear Morse | stretch to a
the barrier and the product valley well are atB—CI angles curvilinear WKB stretch than the bent-reference-path calcula-
of 131.6 and 80.% respectively. The zero-point-exclusive tions show for a switch from a curvilinear Morse | stretch to a
energy of reaction is-0.09 kcal/mol, and\H, (which includes rectilinear WKB stretch; furthermore the=1 calculations have
zero-point energy) is equal to 0.96 kcal/mol. The vibrational the same complications due to mode coupling (discussed above)
frequencies at the five stationary points are given in Table 1. that the thermal rate coefficient calculations have.

The relative vibrationally adiabatic ground-state potential  We also present some calculations of the: 0 cumulative

curve, AVS(s), is defined by3 reaction probability (CRP). The first such set of calculations is
based on harmonic conventional TST without tunneling. The
AVE(S) = Vyee(s) + €8(9) — S(s = —w) 1) CRP is defined as the sum of all state-to-state reaction

probabilities at a given total energy, and its approximation by
TST is explained elsewheP&752 The second set is discussed

where Viep(s) and s are the potential energy (relative to ;. caction I1.C.

reactants) and distance (relative to the saddle point) along the | c. Tunneling Contributions. For the thermal (i.e., non-
MEP, () is the ground-state energy of the bound modes (i.., giate selected) reaction, tunneling was included by the micro-
those transverse to the MEP), and the last term of (1) is the .5 onical optimized multidimensional tunnelingQMT) ap-
ground-state energy of reactants. The poteniiaf(s) peaks proximationt” In the present case, the ICV@DMT results were

at 8.31 kcal/mol as = —0.08, whereVier(s) is 9.60 kcall computed using the harmonic approximation for both the bound
mol as compared to values @V and Vier(s) of 8.21 and  stretching mode and the nondegenerate bend. In@®IT

9.78 kcal/mol, respectively at the saddle pog#(0). Therefore,  method, the larger of the centrifugal-dominant small-curvature
the variational transition state is at= —0.08 at T = 0 K. adiabatic ground-state (CD-SCSAG) transmission coeffitiéht
Using curvilinear coordinate$;*® as we do here, yields bound  and the large-curvature ground-state version-3 (LCG3) transmis-
frequencies of 1702 and 313 cfat s = —0.08 ap, whereas sion coefficient”-54at each total energy is selected. TH@MT

the less physical rectilinear treatméhyields 1673 and 288  yesults agree very well with the CD-SCSAG ones for the present
cm*. These differences become more pronounced for locationsreaction on the S4 surface because the small-curvature tunneling

farther from the transition state. For examplesat —0.40go, paths dominate over large-curvature ones.
the curvilinear treatment gives 2546 and 444 ¢nwhereas The tunneling contribution in the partial-reaction-path adiabatic-
the rectilinear one gives 2511 and 353 ¢m stretch approximation for the= 1 reaction rate was estimated

At finite temperature, we employed improved canonical py the CD-SCSAG approximation. The results obtained by
variational theory (ICVT):44% The variational transition state  adding this tunneling approximation to the= 1 ICVT-AS-
location varies froms = —0.07ap at 200 K to—0.1%, at 1500 (PRP) rate coefficients are denoted ICVT-AS(PRP)/SCT. The
K. At the latter locatiorAVS andViep are 8.12 and 8.93 kcal/  calculation of state-selected tunneling contributions is discussed
mol, respectively. Thus, at 1500 K, the dynamical bottleneck further in previous paperd; 475556
for a canonical ensemble is located before the saddle pointata We also calculated th& = 0 CRP implied by the harmonic
dividing surface where the reaction-path energy is still 0.85 kcal/ |CVT/uOMT calculation. Since the ICVT transition state
mol below the saddle. depends oI, the CRP that it implies depends dnas well,

We also calculated state-selected rate coefficients for HClin but the dependence is slight so we only present the results
the excitedv = 1 state in which the bound stretch mode was calculated forT = 300 K. Lets* denote the location of the
adiabatically restricted to the first excited state along the portion |CVT transition state. Note that depends on temperature. (It
of the reaction path prior to the first local maximum in the is this dependence ohthat makes the CRP depend o Let
reaction-path curvature; this is called partial-reaction-path (PRP) A\S(s) denote the vibrationally adiabatic ground-state poten-

adiabaticity in a previous papérand we will use the same tial curve relative to the classical energy of reactants, i.e.,
notation here. In particular, these calculations employed im-

proved canonical variational theory (ICVT) and are denoted _ Gfe— _

ICVT-AS(PRP), where the last part of the acronym denotes Va(9) = AVZ(9) + s = —) 2)
adiabatic stretch over the partial reaction path. The general

method used to perform these state-selected calculations hagnd let the maximum o¥/;(s) be denoted/A®. Then theJ =0
been described elsewhefe” For they = 1 calculations we ~ CRP implied by the ICVTZOMT calculation is

replaced the harmonic treatment of the stretch coordinate by a

rectilinear state-selected treatmiénising the WKB approxima- CRP= % P(E — Vyepld) — € " + V') (3)
tion, as discussed elsewhéfale also replaced the harmonic o
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TABLE 2: Thermal Rate Coefficients (cm® Molecule™! s71) for the S4 Surface

T(K) QCT TST ICVT ICVT/[uOMT QM/AB-JS QM/AIS
250 2.5¢18) 1.1¢18) 8.7¢-19) 1.8¢17) 5.4(18) 1.2¢-16)
298 2.6€17) 1.6¢17) 1.3¢17) 1.1¢16) 2.0617) 4.8¢-16)
300 2.9617) 1.8617) 1.4(17) 1.26-16) 2.0617) 5.16-16)
400 6.8¢16) 5.9¢16) 4.9¢16) 1.5¢-15) 3.1¢16) 4.2¢-15)
600 1.9¢14) 2.2¢-14) 1.9¢14) 3.1¢14) 7.1615) 5.2614)
800 1.1¢13) 1.5(-13) 1.3-13) 1.7¢-13) 3.7¢14) 2.1¢13)
1000 3.3¢13) 5.1¢13) 4.2(-13) 5.1¢13) 1.0613) 5.1613)
whereP(E) is the ground-statgOMT transmission probability For the present work, the reduced-dimensionalitgalcula-

at energyE ande'"" is theath energy level of the generalized  tions were carried out using a basis of 6500 eigenstates of the

transition state at*. One calculates the energy levels as a Hamiltonian given by eq 5 for the ground bend state, spanning

function of the two vibrational quantum numbers and then puts a range inR from 3.0 to 12.5 and inr from 1.5 to 9.@.

them in increasing order to get the list d(fVT values. Note Calculations were also carried out with smaller bases to test

that the transmission probability and, therefore, the CRP the convergence of the results. These calculations yield the total

vanishes folE < E,, whereE is the greater of the ground- reaction probability forJ = 0 for various initial vibrational

state energies of the reactants and products. For the S4 surfacéjuantum numbers of HCl and for the ground bend state

Eoq = 5.34 kcal/mol, the zero-point energy of OHCI. guantum numbers; of the three-atom system as a function of
I1.D. Reduced-Dimensionality Quantum Mechanical Cal-  the total energy. If we denote this probability b¥,(E; n =

culations. The reduced-dimensionality-adiabatic-bend approach 0) then, as shown in detail elsewhéfehe CRP for = 0 is

used here (denoted QM/AB faf = 0 and QM/AB-JS when  given approximately by

extended to all as explained in section I) has been described

in detail elsewheré? so we only give a brief description of it N=0 = Z[PV(E? n,=0)+ z P (E — n,hcw,; n, = 0)]

here along with details relevant for the present application. In v =1

this approach the two radial degrees of freedom are treated by (6)

a fully coupled quantum reactive scattering approach for zero

total angular momentum. The remaining angular degree of Wherew: is the bend frequency of the transition state. One

freedom is treated adiabatically. The potential governing the includes as many terms in the sum as are required for

reduced dimensionality two-degree-of-freedom dynamics is an convergence. Then by application #fhifting to theJ = 0

effective potential given by the sum of a minimized three- CRP (as was done to the exact CRP in eq 3 of ref 1), the full

degree-of-freedom potential plus the local adiabatic bend energy.CRP can be obtained in tleshifting approximation, and from

In the present case, the S4 potential was minimized with respectit the thermal rate coefficient, as given in detail in ref 1. The

to the OHCI bond anglé, for fixed values of theon andryc QM/AB-JS thermal rate coefficient was obtained using the
bond lengths. At each point in the two-dimensionah{ rc;) saddle point harmonic bend frequency and rotation constants.
space, the local bending frequeneys(ron, rrc), was deter- The initial state-selected rate coefficient for= 1 is obtained

mined as follows. The standard33 G-matrix®’ was calculated ~ following the above steps except that only the= 1 term is
and inverted, and the diagonal eleme@ {)yo was used included in eq 6. The QM/AB-JS results used the bend
together withVy ¢, the second derivative of the potential with frequency (220 cmt) of the variational transition state for=

respect tod to determinewy(rop, rucy) from the equation 1 instead of the bend frequency of the saddle point (290Em
II.E. Quantum Mechanical Calculations with J-Shifting.
Vo Another set of calculations was carried out in which dtve 0
(o Tha) = =1 (4) dynamics was solved accurately in the full dimensionality by
(G oo time-dependent wave packet propagation. These calculations are

denoted as QM fod = 0 and QM/JS when extended to dll

This approach is not exactly equivalent to performing a py theJ-shifting approximation. Full details of these calculations
constrained normal-mode analysis; however, the resulting bend,re given in ref 1. The only difference between the reduced-

frequency at the saddle point, 260 chnis in good agreement  gimensjonality and full-dimensionality thermal and initial-

with normal mode result of 290 crh. , vibrational-state-selected rate coefficient is in the CRRIfer
The reduced-dimensionality scattering calculations are done g

in Jacobi coordinates(the HCI bond length) ani (the distance
of O to the center of mass of HCI) fod} = 0 with the Il. Results and Discussion

Hamiltonian
IIlLA. Thermal Rate Coefficients. The thermal rate coef-

H=T, + Tg+ V(. R + hoy(r, R(n, + 1/2)  (5) ficients are given in Table 2. All rate coefficients in this article
include the multiple-surface coefficiethwhich is the degen-

whereT, and T are the usual radial kinetic energy operators, eracy of the transition state (which is 3) divided by the electronic
Vmin is the minimized potential, and the last term is the local partition coefficient of théP, ; o states of O. For GP) + HCI,
adiabatic bending energy for the bend stateThe transforma- this ratio varies from 0.46 at 250 K to 0.37 at 1000 K. The
tion from bond lengths in eq 4 to Jacobi coordinates in eq 5 thermal rate coefficients are also presented in Figure 1. The
was done using collinear kinematics although the saddle point QM/JS calculations in all tables and figures are from ref 1; they
is bent. The two-dimensional time-dependent Sdhrger agree with the QM/JS results of ref 9, calculated usrgatrix
equation irr andR was solved using the recently developéed propagation in hyperspherical elliptic coordinat®sjithin 11%
method with damping® This method has been described and at 300 K, 3% at 600 K, and 20% at 1000 K, and they will serve
tested previously for the three-dimensionaHDH, reactiort® as a standard against which to compare the more approximate
and has also been applied previously to the- ®ICI reaction! methods.
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] Figure 2. Comparison of the QM/JS (solid smooth curve), QM/AB-
F 5 JS (dashed curve), QCT (dedashed curve), ICVIIOMT (triple-dot—
10718 8 4 dashed curve), and conventional transition state (solid stepped curve)
, ‘ , ‘ ‘ L cumulative reaction probabilities fdr= 0 on the S4 PES. Note that
10 16 22 28 34 40 the conventional TST result is based on the harmonic approximation
1000/T(K) for this figure; it includes quantized vibrations at the saddle point, but
i o ) the reaction coordinate is treated classically. The IGNOMIT result
Figure 1. Thermal rate coefficients for the &) + HCI reaction on also has quantized harmonic vibrations, and in addition, variational
the S4 potential energy surface. effects and tunneling are included.

The ICVT transition state is located sit= —0.074, at 250 monic TST CRP and th@ = 0 CRP implied by the harmonic
K (where the frequencies are 1687 and 311 &nthe bond ICVT/uOMT calculations are also plotted in this figure. As seen
distances are 2.50 (OH) and 2&6XHCI), and the bond angle  here, the QM CRP exhibits a highly structured dependence on
is 131°); at 1000 K, itis as = —0.122 (where the frequencies  E. This is especially prominent and significant for energies in
are 1813 and 327 cm, the bond distances are 2.55 (OH) and the tunneling regime, and the figure shows that this structure is
2.58 (HCI), and the bond angle is 130 It is seen that the not found in the QM/AB calculations. The conventional
QCT, TST, and ICVT results are reasonably close to each otherharmonic TST CRP exceeds the exact oneHor 0.6 eV, and
(within a factor of 2.7) over the entire temperature range, and it is roughly a factor of 2 larger than at 0.8 eV. This indicates
they are even closer at high temperature (a factor of 1.6 at 1000that recrossing of the conventional transition state and/or
K). The difference between the ICVT and IC\IDMT results anharmonicity is very significant at these higher energies. ICVT
indicates the magnitude of the semiclassical tunneling correction,corrects for recrossing at the saddle point by applying the no-
which is significant at low temperature. As mentioned in section recrossing assumption at the ICVT variational transition state;
II.C, the large-curvature tunneling approximation gave smaller the ICVT/uOMT results are too low, probably (as discussed in
transmission coefficients than the small-curvature tunneling the previous paragraph) because of the separable-mode character
approximation; we have found in previous work that large- of the present treatment. The ICVI@MT results are, however,
curvature tunneling sometimes but not always dominates for larger and more accurate than the QM/AB results; one possible
heavy-light-heavy bimolecular reactions. Given the importance reason for this is that the CD-SCSAG an@MT approxima-
of tunneling in a heavy-light-heavy reaction involving the tions include corner cutting tunneling through the bend degree
exchange of a hydrogen atom with an appreciable barrier, it is of freedom, whereas this is neglected in the QM/AB calcula-
not surprising that the QM/JS rate coefficients are significantly tions. To test this, we repeated the ICVT/SCT calculations
higher than those predicted by methods that do not include (which agree well with the ICVT/OMT ones) with no corner
tunneling. The inclusion of semiclassical tunneling calculations cutting allowed in the bend coordinate. This reduces the
in the ICVTjuOMT rate coefficients improves the situation but  predicted rate coefficient but by only 18% at 150 K and 12%
not as much as one expects from previous tests of this methodat 298-300 K. Thus the effect is not large enough to be the
against accurate quantum results. As discussed above, thiglominant error in the QM/AB-JS calculations.
reaction exhibits significant benastretch coupling, and it also For both ICVTLOMT and the adiabatic bend approximation,
probably has significant bendotation coupling; for these  the deviations from the accurate CRP is larger than in previously
reasons we suspect that the separation of rotation from vibrationstudied atom-diatom systems with a simple barrier. Since the
and the separable-mode harmonic approximation are responsibleéesonance structure in the accurate CRP is absent in the
for the larger than usual deviation of the ICViOMT rate calculations that assume an adiabatic bend, these resonances
coefficients from the benchmark ones. Table 2 does not give may have something to do with the breakdown.
CVT/uOMT rate coefficients, but they agree with the ICVT/ Table 3 and Figure 3 show the results for the KSG surface.
uOMT rate coefficients within 2% over the temperature range The QCT results for this comparison have been taken from the
shown. work of Aoiz et al.®1 the QM/JS results are from ref 1, and the

The reduced dimensionality-adiabatic bend (QM/AB-JS) remaining results are from computations performed for ref 8.
results lie below the ICVT/OMT results over the entire range  There are several interesting differences between the behavior
of temperatures examined. To elucidate the source of the errorsof the rate coefficients for the S4 and KSG surfaces. Once again,
in the QM/AB-JS calculations of the thermal rate coefficient the QCT, TST, and ICVT results are in good agreement with
we compare the QM and QM/AB CRPs for zero total angular each other at low temperature, but the TST and ICVT results
momentum in Figure 2. For reference, the conventional har- are much higher than the QCT results at higher temperatures.
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TABLE 3: Thermal Rate Coefficients (cm?® Molecule™® s71) TABLE 4: Arrhenius Parameters for the Calculated and
for the KSG Surface Experimental Thermal Rate Coefficients
T(K) QCT™* TST ICVT  ICVT/uOMT  QMAIS T(K) A (cm® molecule’! s7%) Ea (kcal/mol)
250 n& 1.3(-17) 7.1¢18) 3.3¢17)  8.0-17) S4 Surface
298 n& 1.2(-16) 7.2¢17) 2.1¢-16) 4.016) QCT 1.5¢11) 7.9
300 8.7¢17) 1.3¢16) 7.8¢17) 2.3¢16)  4.1¢16) TST 3.4(-11) 8.6
400 1.2¢(15) 2.4(15) 1.6¢15) 3.0¢-15) 3.6(-15) ICVT 3.1(-11) 8.7
600 1.6¢14) 4.9¢14) 3.7¢14) 4.8(14)  3.9(¢14) ICVT/uOMT 1.3(-11) 6.9
800 na 24(-13) 1.9¢13) 22¢13) 15(13) OM/AB-JS 3.4¢12) 75
aNot available. QM/AIS 7.8¢12) 5.7
KSG Surface
1012F ] ! ‘ ' ‘ = TST 2.9(-11) 7.2
S-S KSG Surface 3 ICVT 2.1(-11) 7.4
NN e QCT j ICVT/mOMT 1.4(-11) 6.6
r s TST QM/JIS 5.2¢12) 5.6
e ¥ ICVT E Experiment
i ~ &~ ICVI/HOMT| ] ref. 68 8.6¢-11) 6.4
T r —o— QM/IS ] ref. 72 7.4¢12) 6.4
Id.) - — —
?8) 10 142 and the results are summarized in Table 4. For the calculated
=] r ] results, the temperatures used &e= 300 K andT, = 800 K.
= r ] For the experimental result3; = the lowest temperature at
8 105 E which experimental results were reported and= lower of
§ i b the highest temperature at which experimental results were
i 1 reported and 800 K. (This yieldsTarange of 293-718 K for
e 4 ref 68 and al range of 356-800 K for ref 72.) Table 4 shows
E E that the QCT, TST, and ICVT results, none of which include
r ] tunneling, give fairly high energies of activation for the S4
r - ] surface, in the range 7$.7 kcal/mol, whereas the ICVT/
w07k \‘*v E uOMT, QM/AB-JS, and QM/JS methods, which all do include
i | | | | i ! tunneling, give energies of activation that are about 2 kcal/mol
10 16 22 28 34 40 lower, in particular 5.77.2 kcal/mol. A tunneling effect of this
1000/T(K) magnitude is not too unusual for a hydrogen atom transfer

Figure 3. Thermal rate coefficients for the &X) + HCI reaction on reaction. The tunneling effect is smaller, only about 1 keal/

the KSG PES. Note that the QCT results (taken from ref 59) extend MOl, for the KSG surface. Trying to decide which surface is
only from 300 to 600 K. preferred on the basis &, alone can be very misleading and

is particularly impossible in the present case since the ICVT/
In fact, the ICVT results are higher than the QCT results by a ©#OMT activation energies for both surfaces agree with both
factor of 2.3 at 600 K. At 1000 K, the ICVT rate coefficients sets of experimental results within their experimental uncertain-
are larger than the QM/JS ones by a factor of 1.65, which is ties.
larger than the more typical overestim@dtef a factor of 1.2- IIl.B. State-Selected Rate CoefficientsTable 5 and Figure
1.3 at this temperature. In contrast to the results on the S44 present QCT, adiabatic-stretch (partial-reaction-path) varia-
surface, however, the ICVADMT and QM/JS results on the  tional transition state theory, and QM/AB-JS resultsifor 1.
KSG surface are in reasonably good agreement with each other]t is clear from Table 5 and Figure 4 that there are significant
agreeing within a factor of 2.4 over the entire temperature range. differences between the QCT and ICVT results, in contrast to
It is also noteworthy that the difference between the ICVT and the case of the thermal rate coefficients. The conventional TST
ICVT/uOMT rate coefficients are smaller on the KSG surface results are not given but would be very large. An examination
than the S4 surface at every temperature examined, indicatingof the vibrationally adiabatic potentials for the= 0 andv =
that the effective barrier on the KSG surface permits less 1 states, presented in Figure 5, helps to elucidate this behavior.
tunneling than that on the S4 surface. If the stretch is adiabatic over the full reaction path, the
Experimental measurements of thermal rate coefficients for dynamical-bottleneck fdk,—1(T) is located in the entrance valley
the O€P) + HCI reactiof? 72 span the temperature range of at all temperatures. On the other hand, the TST results would
293-1480 K. These values agree almost perfectly with the be evaluated using the classical barrier height and partition
ICVT/uOMT curve for the S4 surface in Figure 1. However, functionsat the saddle poinfThe difference between the ICVT
since the QM/JS results on both the S4 and KSG surfaces lieand the ICVT-AS/SCT rate coefficients is a measure of the
above the experimental curve, it appears that this good agree-semiclassically calculated contribution for tunneling through the
ment results from a cancellation of errors between those due toeffective barrier, which is shown in Figure 5 and is broader
the potential energy surface and those due to the IG@MT than that for thes = 0 case. As a result of this broadness, if the
dynamics. transmission coefficients were calculated under the assumption
One further aspect of the thermal rate constants that meritsof full-reaction-path stretch adiabaticity, they would be signifi-
discussion is the phenomenological Arrhenius activation energy cantly smaller than the values actually obtained, which range
Ea. This was calculated from several of the sets of theoretical from 9.9 at 250 K to 1.7 at 1000 K. Even after inclusion of
or experimental rate constants by fitting the thermal rate these tunneling contributions, though, the PRP adiabatic stretch
coefficients at two temperaturdg and T, to the expression rate coefficients are too small, by factors of 20 at 256-300
K, 5 at 400 K, and 3 at 500 K. The fact that the deviations are
k(T) = Ae ERT ) significantly larger than for ICVT/SCT calculations on the
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TABLE 5: State-Selected Rate Coefficientk,—(T) for the S4 Surface

Skokov et al.

T(K) QCT ICVT-AS(PRP) ICVT-AS(PRP)/SCT QM/AB-JS QM/JS
250 1.8¢-14) 3.0(-16) 3.0(-15) 6.3(-14) 4.0-14)
298 4.4(-14) 1.7¢-15) 8.4(-15) 1.1¢13) 7.9¢14)
300 4.5(14) 1.8(-15) 8.7(-15) 1.1¢-13) 8.1(14)
400 1.5¢13) 1.8¢-14) 4.2(-14) 2.3¢13) 2.2¢-13)
500 3.5(13) 7.4(14) 1.3¢-13) 3.9¢-13) 4.3(-13)
E T T T T
1001
wtir
10 = =)
T ] "
2 - -
) 1 & 102
o 4 .
mE -3 -
510'14;_ “a. 3 10
S ‘
vt L ~ i
L S4 Surface - 104
05
[~ QCT v
¥ ICVT-AS(PRP) E (eV)
107 | —@- 1CVT-ASERRYSCT \ E Figure 6. QM (solid line), QM/AB (dashed line) and QCT (dot-dashed
- |—— Qwab.is line) cumulative reaction probabilities fer= 1 on the S4 PES.
| —o— QM/S
| ‘ | ‘ T a cancellation between excessive nonadiabatic leak and neglect
20 25 3.0 35 40 of tunneling.
1000/T(K) The QM/AB-JS rate coefficient fow = 1 is in good
Figure 4. Rate coefficients for the @) + HCI(v = 1) reaction on agreement with the QM/JS one. This agreement contrasts to
the S4 PES. the comparison for the thermal rate coefficient (which is
dominated by the = 0 contribution over the temperature range
20 ' T ' ' ' ' considered). To investigate this we compare the QM/AB and
QM CRPs fory =1 andJ = 0 in Figure 6. The QM CRP is
15 Vo ] highly structured, whereas the QM/AB one is monotonically
_"f_’, - increasing withE. However, unlike the full CRP fad = 0, the
= R QM/AB one is roughly the average of the accurate CRPufor
£ =1
g Experimental measurements of vibrational state selected rate
& coefficientd3~77 are complicated by the rapid relaxation of the
s v = 1 state of HCI. Therefore, most experiments directly
measure the total rate of disappearance of HGH(1), both
due to vibrational relaxation and reaction. However, Kneba and
Wolfrum’” report an absolute rate coefficient of 6:410714
cm® molecule s for OCP) + HCI(v = 1) — OH(v = 0) +

CI(Ps2, 2P1p) at 298 K. This is in good agreement with the
s (@) QM/JS value ofk,—1(T) given in Table 5. The QM/JS rate

Figure 5. Potential along the minimum energy path (MEP) and the coefficients on the S4 surface are larger than the experimental
vibrationally adiabatic potentials far= 0 andv = 1 states on the S4 value by only about 23%.

PES. For this figure, the vibrational energies of both the stretch and
the bend are calculated by the Morse | approximation.
IV. Electronic Structure Calculations

thermal rate coefficient provides useful physical information

about the state-selected reaction; in particular, it indicates that The saddle point geometryg, riie, anddyc) and barrier

the assumption of stretch adiabaticity all the way up to the state- height (/) of the S4 surface are given in Table 6, in the row
selected variational transition state may be invalid. We have corresponding tos = 0. Since the most accurate available
seen the effect of vibrational nonadiabaticity of even high- quantum mechanical rate coefficients for this surface are larger
frequency modes in previous work on the4OH, and H+ than experiment, it is interesting to carry out additional electronic
OH reaction$! although in previous cases the breakdown structure calculations to explore the convergence of the saddle
appears to have occurred relatively later. The QCT results arepoint properties.

more accurate than the ICVT results, but the QCT results are  Although the cc-pVTZ basis used for the S4 surface is very
not expected to be reliable for=1 because they do not retain  good for first-row elements, it suffers from insufficient spanning
the quantization effects even when the system is quantum of the tightd space. This deficiency is corrected in the modified
mechanically vibrationally adiabatic; the good agreement of the G3 large basis set (denoted MG3), which is used in the
QCT results forv = 1 with the accurate results may be due to Multi-Coefficient Gaussian-3 method (denoted MCG3Y.he
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TABLE 6: Single-Point Calculations of the Energy along the S4 Reaction Path

geometry Vmep (kcal/mol)

s (bohr) Ton M Oonc S4 MCG3-v2s MCG3-v2m
—cob o 2.411 0.00 0.00 0.00
—0.80 3.168 2.423 115.9 4.73 5.50 5.37
—0.40 2.823 2.460 124.7 7.19 7.87 7.77

0 2.424 2.664 131.6 9.78 9.65 9.56
0.44 2.014 3.051 1305 4.06 6.95 6.67
0.74 1.913 3.336 120.8 -0.18 3.47 3.11
0.84 1.905 3.428 117.1 -1.16 2.54 2.31
oo® 1.827 ) —0.09 -0.38 0.07

a Distances in bohrs, angles in dég> + HCI. ¢ OH + ClI.

10 — ; potential energy surface are most significant by examining
semiclassical calculations of the rate coefficient, but the errors
in the semiclassical calculations appear to be larger than usual
in the present case. Further work is required to understand this
since semiclassical and quantal results agree much better for
the KSG surface for this reaction as well as for other systems.
The most plausible explanation is that the effective potential
for tunneling and/or overbarrier dynamics on the S4 surface is
very sensitive to bendstretch and bendrotation coupling,
which were not included in the VTST or semiclassical tunneling
) calculations. For example, since we found that the large-
ol 1 curvature tunneling is sensitive to the treatment of the bend,
; we may question whether a more accurate treatment of the bend
could increase the large-curvature tunneling contributions rela-
1 05 0 05 1 tive to the small-curvature and overbarrier ones. This possibility
s (bohr) makes the present reaction particularly interesting for further
Figure 7. Potential energy (kcal/mol) along the S4 MEP. Three values Study. The results obtained by the adiabatic bend approximation

are shown: the S4 surface itself (dotted curve): MCG3-v2m calculations are also interesting. The adiabatic bend calculations treat two
(solid curve); MCG3-v2s calculations (dashed curve). of the internal degrees of freedom quantum mechanically, but
) ) o ~ the bend coordinate is assumed to be adiabatic and is not
MCG3 method includes an extrapolation to an infinite basis gyailable for comer-cutting tunneling. This leads to worse
one-electron basis se§ and an infinite-order treatment of the agreement than ICVEOMT with the fully quantum mechanical
many-electron correlation enerdy’®In the present paper we  cajculations, although a test showed that this is apparently not
use versions 28 and 2n#t of the MCG3 method. due to neglect of corner cutting in the bend coordinate which
MCG3 calculations were carried out for 6 points on the S4 s neglected in the adiabatic bend calculations but not in ICVT/
MEP, including the S4 saddle point. The results are given in ,o\MT. Another possibility is that the larger values of the QM/
Table 6 and Figure 7, where all energies are relative to reactants.jg rate coefficients could be due to the dominance, in the full
We see that the MCG3 calculations are not sensitive to the gimensjonal quantum calculations, of resonances associated with
choice of version number (the versions represent two different ¢,¢ bending motion which are not included in the ICNOMT
ways to parametrize the theory; version 2s includes-spibit or reduced-dimensionality adiabatic-bend methods.
effects explicitly, while version 2m includes them implicitly). For the state-selected rate coefficients, the adiabatic-bend
Furthermore, the predicted energy relative to reactants at theyeatment is more accurate than the model that assumes that

S4 barrier is in excgllent agreement with the S4 valug. Howe\_/er, the stretch mode is adiabatic along the reaction path up to the
the MCG3 calculations clearly lead to a somewhat wider barrier, first |ocal maximum in the reaction path curvature, indicating

which would lead to less tunneling. Recent calculations by pat nonadiabaticity may set in a little earlier.
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